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Chapter 1IntrodutionEnvironmental protetion is beoming a moreserious and intensively researhed area in Hun-gary, East Europe. This researh inludes quan-titative foreasts of the onentrations of gaseousand aerosol ontaminants. Sine the Gaussianplume model has shortomings, espeially over om-plex terrain [Pielke, 1984℄, mesosale meteorologialmodels are needed for more aurate estimation ofthe mesosale air quality. In addition, mesosalemodels are frequently used in many other �elds.Mesosale systems an be phenomenologiallyde�ned as meteorologial features too gross to beobserved from a single station, yet too small toappear even on a setional synopti hart [Ligda(1951)℄. This implies that the horizontal saleranges from a few kilometers to several hundredsof kilometers with a time-sale of 1 to 12 hours orso. The vertial sale extends from tens of metersto the depth of the troposphere. Using sale anal-ysis [e.g., Orlanski, 1984℄, we make a more formalde�nition:� The horizontal sale must be suÆiently largeso that the hydrostati. equation an be used� The horizontal sale must be suÆiently smallso that the Coriolis term is small (although itan still be signi�ant!) relative to the ad-vetive and pressure gradient fores, resultingin a ow �eld that is substantially di�erentfrom the gradient wind relation, even in theabsene of frition e�ets.Mesosale phenomena that have horizontalsales of 20{200 km [aspet ratios of O(10)LH=LZ 10℄ are largely hydrostati, are a�etedby the earth's rotation, and have substantialageostrophi omponents. Inluded in this ate-gory are onvetive storm ensembles, frontal andjet stream phenomena, some orographi ows (lee

ylogenesis), polar lows, oma louds, intensive ex-tratropial storms (bombs), valley winds, sea breezeirulations and the morning glory [Emanuel, 1983℄.Standardization of atmospheri ows based on saleanalysis of Orlanski was arbitrary and ill-de�ned[Orlanski, 1975℄. Pielke (1975) plaes the upperlimit of mesosale to Orlanski's Meso-�, while Stull(1988) de�nes the lower bound of it at Miro-�.In addition, todays non-hydrostati mesosale mod-els are able to simulate even meso- and Miro-�motions [Thunnis and Bornstein, 1997℄. Reently,Thunnis and Bornstein (1997) proposed new timeand spae sale boundaries, inluding the followingthree hanges to Orlanski's sale lassi�ation:1. Renaming Meso-� to Maro-2. Renaming Miro-� to Meso-Æ3. Introduing a Miro-Æ sublassThe �rst two hanges shift mesosale down intosmaller sale motions. They gave a dynamiallybased de�nition for mesosale:\Organized atmospheri motions withCoriolis fore large enough to determinerotational diretion but small enough tobe assumed latitude independent; mo-tions originate in troposphere."In addition, they gave an exat terminology of thedi�erent sale vertial movement:di�usion Random turbulent motion with zeromean vertial veloity.onvetion Organized non-hydrostati vertialmovement, whih has the same order of mag-nitude as the horizontal motion, an be boththermal (free) or mehanial (fored), andprodue the horizontal motion by ontinuity.1



2 CHAPTER 1. INTRODUCTIONadvetive irulation Organized mesosale ir-ulation ells, in whih horizontal onvergeneresult in vertial motions at least one ordersmaller veloities as the horizontal.In general two main types of mesosale systems areknown: terrain indued and synoptially induedsystems [Pielke, 1984℄. There are two kind of ap-proahes to simulate mesosale systems:1. Mesosale models of severe meteorologialphenomena2. Mesosale irulation modelsExamples of the �rst approah are models of severestorms, whih are mostly based on General Ciru-lation Models (GCMs). Mesosale irulation mod-els are well suited to simulate mild phenomena asland-sea breezes or mountain winds. These mod-els have been developed independently from GCMs[Kondo, 1989℄. There are some models whih areable to simulate both kinds of phenomena with onemodel [e.g., Anthes and Warner, 1978℄, but param-eterizations in the model are muh di�erent for twophenomena.Mesosale systems initiated by atmospheri in-stability, usually our less frequently at a givenloation and, beause they are not fored by well-de�ned geographi features, the data requirement ofthese phenomena is more formidable [Pielke, 1984℄.A large perentage of rainfall over the Earth resultsfrom suh features.One of the �rst numerial studies of sea- andland-breezes was a two dimensional model of Es-toque (1961). MPherson (1970) was the �rst toinvestigate land-sea breeze in a three dimensionalsimulation, and was followed by many others.Noturnal drainage ow or katabati wind [e.g.,Manins and Sawford, 1978℄, whih is a three di-mensional phenomenon, was numerially simulatedby Yamada (1981), for example. Mahrer andPielke (1977) demonstrated di�erenes in depth andstrength of upslope and downslope winds in the ab-sene of a prevailing synopti ow. They reportedthat the ow tends to form a losed irulation, sothat if pollutants were ontinuously released in onesegment of the ow, they would tend to aumulate.Suh reirulation is ignored in the Gaussian plumemodels [Pielke, 1984℄.As it will be disussed more preisely later,mesosale models (for eonomial purposes) areusually integrated over a portion of the globe ona limited area, thus orretly formulated boundary

onditions are essential. Suh questions have beendisussed by Oliger and Sundstr�om (1976) (with re-spet to the lateral boundaries) by Klemp and Lilly(1975) (with respet to the top boundary) and bymany others. A tutorial of the lateral boundaryformulation of Limited Area Models was given byWarner et al. (1997). Another important question isthe losure problem, i.e., the prognosti equationsof a turbulent variable ontain seond order mo-ments that an be predited with the use of thirdorder moments, and so on. To lose the set of equa-tions, di�erent tehniques were reported in Mellorand Yamada's paper (1974) or byWyngaard (1980),for example.Initialization on the mesosale is also problem-ati. Normal mode initialization is diÆult, but notimpossible [Briere, 1982℄ to apply, beause the nor-mal modes annot be determined readily for ompli-ated boundary onditions. Dynami initializationis preferred, whih does not require normal modedeomposition.The objetive of this paper is the adaptation ofa three-dimensional hydrostati �rst order losuremesosale irulation limited area model, whih wasdeveloped for the assessment of CO2 and water va-por onentrations for a ertain region in the atmo-sphere. The Hungarian version has been developedand tested. In the next setion a brief desriptionof the onsidered model will be given. In hapter2 the adaptation of this model will be desribed.Setion 2.2 will provide the evaluation of the modelwith respet to the topography, and Setion 2.3will summarize the works on the landuse{land overdatasets. In this paper a limited number of �guresof the model outputs are presented; others are onlyreferred to. All diagrams of the model outputs anbe found in the log-book of the model runs avail-able in printed form, from the Department of Me-teorology, E�otv�os University, Budapest, Hungary,or in downloadable ompressed POSTSCRIPT �lesthrough anonymous File Transfer Protool (FTP).



Chapter 2Model DesriptionIn this hapter only a desription of the modelequations is given; derivations are only referred toif neessary.This mesosale model has been developed atNRIPR1, Japan, during the past 20 years by Kondoet al. The main purpose of this projet was to de-velop a more powerful system than Gaussian typemodels to study and foreast transport and di�u-sion proesses of pollutants. If we want to assessthe onentration of a pollutant in the atmospherewhih interats with it's environment, we need toknow the time variation of the variables in the at-mosphere (e.g., wind, temperature, et). If we sim-ply interpolate these variables from large-sale data,we lose a lot of information about the interationof the atmosphere and the surfae, a very impor-tant feature in the desription of pollutant trans-port proesses. This model is a oupled mesosalemeteorology and air quality model, whih an al-ulate meteorologial variables and obtain pollutantonentrations simultaneously.2.1 Governing equations ofthe modelThe governing equations an be derived from thebasi onservation laws for mass, momentum andheat. In addition equations for some gaseous on-taminants are solved. In this mesosale irulationmodel, the simulated phenomena have a vertialsale whih is muh less than the sale depth of the1National Researh Institute for Pollution and Resoures,forerunner of todays National Institute of Resoure and En-vironment (NIRE)

atmosphere2 (H). In addition, wind veloity mag-nitude is muh smaller than the speed of sound inthe atmosphere. For these reasons, mass onserva-tion an be onsidered through the so-alled shallowontinuity equation or non-divergent assumption:divV = �u�x + �v�y + �w�z = 0 (2.1)where u,v,w are the omponents of wind veloityvetor V in the Cartesian oordinate system. Thisassumption ignores spatial variation for density and�lters sound waves from the model.Conservation of momentum is onsidered in theprognosti equations of the horizontal wind veloityomponents. They an be written as follows:�u�t = �u�u�x � v �u�y � w�u�z+fv � 1% �p�x�v�t = �u�v�x � v �v�y � w�v�z�fu� 1% �p�ywhere % is the average density of the air (nowtreated as onstant through the inompressible as-sumption Eqn 2.1) and f is the Coriolis parame-ter (2
 sin� put equal to 10�4 s�1). Assuminggeostrophi synopti-sale wind, and introduingthe mesosale saled pressure3 the governing equa-2Sale depth of the atmosphere is de�ned as:H := 1�0 ��0�z3or Exner funtion de�ned:� := p( pp00 )Rd=p3



4 CHAPTER 2. MODEL DESCRIPTIONtions are as follows:�u�t = �u�u�x � v �u�y � w�u�z�����x + f(v � vg)�v�t = �u�v�x � v �v�y � w�v�z�����y � f(u� ug)where (ug; vg) := 1f%(��p�x; �p�y )is the geostrophi wind, and� = T (p00p )Rd=pis the large-sale average potential temperature.These equations are valid for the instantaneous val-ues if the wind speed is muh smaller than the speedof light. We annot give initial values for turbulentow, so we have to solve the equations for the mean4values, ut-o� the deviations and parameterize thee�et of turbulene as divergene of kinemati mo-mentum ux using the K-theory (a �rst order lo-sure). These assumptions yield�u�t = �u�u�x � v �u�y � w�u�z�����x + f(v � vg)� ��xiKM �u�xi (2.2)�v�t = �u�v�x � v �v�y � w�v�z�����y � f(u� ug)� ��xiKM �v�xi (2.3)Using the hydrostati assumption and Boussi-nesq approximation, the third equation of motionan be written simply as:���z = g��2 (2.4)where Rd is spei� gas onstant for dry air, p is spei�heat apaity at onstant pressure and p00 = 1000 mbar.The Exner funtion an be split into large-sale average andmesosale perturbations. Here only the perturbation is on-sidered, and � denotes the mesosale deviation of the saledpressure4mean refers to grid volume and time average, usingReynold's averaging rules:R t+�tt R x+�xx R y+�yy R z+�zz ( ) dt dx dy dz�t�x�y�z

Here � is the mesosale potential temperature de-viation. Note that the mesosale pressure gradi-ent has opposite sign to the buoyany term g�=�2,in ontrast to the synopti sale pressure gradient,whih has the same sign as the gravity fore. SeeAppendix A.1 for the omplete derivation of the hy-drostati equation (Eqn 2.4).The prognosti equation for temperature an bederived from the First Law of Thermodynamis.The derivative of potential temperature an be splitinto loal derivative and advetion terms. To de-sribe advetion in the turbulent ow, turbulentheat ux divergene ontributes to the time vari-ation of potential temperature in addition to dia-bati e�ets suh as heat ux divergene, the latentheat of any phase hange and anthropogeni heat,for example. The prognosti equation for potentialtemperature an be written as:���t = �u���x � v ���y � w���z� ��xiKH ���xi + 1p%Qs + 1p%LE (2.5)where Qs denotes sensible heat transfer by diabatiproesses and L is the latent heat assoiated withthe phase hange E.For any gaseous pollutant we have to solve thetransport equation, formally very similar to theequation for temperature (Eqn 2.5), with net bodysoure and sink terms. Wind �eld and parameter-izations of subgrid uxes are obtained from the si-multaneously alulated meteorologial variables.To assure the ow is parallel to the terrain atthe lower boundary, it is onvenient to introduea new vertial oordinate (s) as Mannouji (1982)suggested: s := z � zGD (2.6)where zG is the altitude of the terrain,D := zT�zG,where zT is the height of the model domain. For thenumerial solution the vertial grid is assumed in avariable resolution, nearly logarithmi, with a �nergrid near surfae, whih gives a grid network as pre-sented on Figure 2.1 in an east-west ross-setionof the model domain (left) and the onordane ofvertial indies to real height is also shown (right).With this new vertial oordinate, the model equa-tions are transformed into a terrain following oor-dinate system. See Appendix A.2 for the terrain fol-lowing governing equations. Wong and Hage (1983)pointed out that this kind of oordinate transfor-mation gives the exat equation system in ase of
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Figure 2.1: The vertial grid networksmall vertial aeleration, so this transformation isvalid in the hydrostati assumption, even for signi�-ant slope angle [Yoshizaki, 1988℄. Eqns (A.4)-(A.8)are the basi governing equations for this mesosalemodel.2.2 Boundary onditionsThe model domain is limited both in vertial andhorizontal diretions, i.e., it has top, lateral andbottom boundaries. Only the last one has physialmeaning, the others are introdued only for om-putational neessity. Usually, a greater number ofboundary onditions are used than required by themodel equations. As Oliger and Sunstr�om (1976)

pointed out, onservation relations that are rep-resented in a non-dissipative approximation (e.g.,leap-frog) and that are overspei�ed, generate shortwaves at the boundary that propagate into themodel domain with the fastest wave speed permit-ted. Oliger and Sundstr�om found that hydrostatimodels are ill-posed for any loal5 boundary ondi-tions, and some erroneous waves are expeted to bereated at the boundaries in suh a model. Somemodelers are using an upstream sheme near thelateral boundaries to dampen suh noises [e.g., En-ger, 1998℄ while others are using radiative bound-ary onditions [e.g., Orlanski, 1976℄. In the presentmodel, a so-alled ow-relaxation zone, or spongeboundary ondition, is used at the lateral bound-aries [e.g., Davies, 1975℄. The main idea is to adda relaxation term to the governing equations of anyvariable (�): ���t = � � � � r(�� �0) (2.7)where r is alled the relaxation oeÆient and �0the externally desired value of � at the bound-ary (it an be estimated from large-sale models),r = r(x; y) � 0, ontinuous and non-zero only in theviinity of the boundary and reahing a maximumat the boundary. The region, where r is non-zero isalled the ow relaxation zone. This inreased �l-tering annot be applied abruptly near the edge ofthe domain, as Morse (1973) pointed out, beause itwould ause reetions, analogous to those in optiswhen light rosses an interfae of materials of dif-ferent indies of refration. A disadvantage of thistehnique is that we have to add some extra grid-points to the model domain whih ontribute to theomputational osts of our model.At the top boundary, vertially propagating in-ternal gravity waves an be reeted downward[Klemp and Lilly, 1975℄. To overome these prob-lems the top of the domain should be removed asfar as possible from the disturbane, up to theupper portion of the troposphere, and a so-alledsponge-layer is introdued at the top boundary.This sponge layer is an arti�ially enlarged di�u-sion oeÆient at gridpoints inside this layer. Thisan dampen waves and therefore reetion is re-dued. On Figures 2.2 and 2.3 the variation ofthe exhange oeÆient with height is plotted todemonstrate this sponge layer. Note that these ar-bitrary boundary onditions are nor physially nei-5Loal boundary ondition whih is generated at theboundary and is not a funtion of interior gridpoints
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Figure 2.2: Turbulent exhange oeÆientther mathematially adequate! Appliation of suhtehnial methods is required for the sake of nu-merial stability. Introduing adequate boundaryonditions whih are mathematially orret maydepend on future works.2.3 ParameterizationsThe lower boundary is the most important one.Only that has physial meaning and the major partof the mesosale irulations are fored by surfaeinhomogeneities.At the surfae, the heat balane equation is on-sidered:Qs + LE = Rn + L#n� �T 4s �G (2.8)Here Qs is surfae heat ux, L is the latent heat ofevaporation (2400 kJ/kg) and E is water vapor ux,Rn is net radiation, L# is the long wave radiation ofthe atmosphere, � is Stefan-Boltzman oeÆient, Tsis ground surfae temperature (skin temperature)and G is heat ux down into or from soil layer.Parameterizations for eah term:The net insolation is obtained by Kondo's for-mula [J. Kondo, 1967℄:Rn = (1� �)C1I0 osZ(0:57� 0:016em�0:06 log10 em + (0:43 + 0:016em)10�0:13= osZ)
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2.3. PARAMETERIZATIONS 7The surfae uxes are alulated with theMonin-Obukhov Similarity Theory [Monin andObukhov, 1954℄. The pro�les in the surfae layerare assumed to be logarithmi:�u�z = u?�z'M (�) (2.10)���z = � Qsp%?�z'H(�) (2.11)where u? is frition veloity, Qs is heat ux, � is thevon-K�arm�an onstant, � = zL and L is the Monin-Obukhov length sale:L = �p%u3?T�gQsHere T is averaged absolute temperature in the sur-fae layer. The pro�le funtions ('M (�); 'H (�)) areobtained by J. Kondo (1975):'M (�) = (1� 16�)�1=4 for � < 0'H (�) = (1� 16�)�1=2 for � < 0'M (�) = 'H(�) = 1 + 6� for � � 0:3= (1 + 22:8�)1=2 for � > 0:3Substituting these expressions into Eqn 2.10 andEqn 2.11 and integrating the result from z0 to thetop of the surfae layer, h �= 20 m (to the lowestgridpoint of the model), gives expressions for Qsand u?.The vapor ux E for the estimation of the latentheat ux is parameterized as follows:E = �%�u? q0 � q	q (2.12)where evaporation eÆieny � is obtained by theanopy ondutane method:� = Gs�u? +Gswhere the anopy ondutane Gs is an externalparameter. The stability funtion for vapor 	q isassumed to be equal to that for heat	q = 	H = Z hz0 'H (�)z dzand spei� humidity of air at the surfae, or morepreisely at the z0 level (q0 = q(z = z0), is writtenas: q0 = 6:22es(T )p� 0:378es

assuming saturated air at the surfae. L�owe's equa-tion (whih is a sixth order polynomial) is used toalulate vapor pressure:es = a1T + a2T 2 + a3T 3 + a4T 4 + a5T 5 + a6T 6Eqns 2.8-2.12 onstitute the basi equations for thesurfae layer. These form a omplete set in thedependent variables Ts, u?, Qs and E. The equa-tion system is solved by a kind of Newton-Raphsonmethod. The �rst-guess values are assumed for theneutral ase and iteration is exeuted 6 times.Note that in this model phase hange is onsid-ered only at the surfae layer, otherwise water vaporis dealt as a passive salar quantity, i.e., only adve-tion and turbulent transport terms are assumed inthe alulation, and soure/sink terms (e.g./ on-densation) are negleted. This an result in falsesuper-saturation onditions. Release of the latentheat of ondensation need to be onsidered throughthe so-alled moist adjustment method, for exam-ple.In the alulation of the onentration of arbon-dioxide the ontribution of surfae vegetation is as-sumed to be the sum of the uptake by photosyn-thesis and the release by respiration proesses. Forthe prognosti equation of CO2 onentration thefollowing parameterization is assumed to alulateCO2 uxes at surfae:ECO2 = bRn1 + aRn �Rwhere a and b are external harateristi parametersof surfae vegetation. Respiration R is given by thefollowing expression:R = R10Q t�1010where R10 = 0:102 m�2s�1, Q = 2:5 and t is airtemperature in degrees entigrade.If any information about the anthropogeni heatand CO2 emission are available, ontribution ofthese data are assumed at the surfae. The emissionof a large stak ontributes to the onentration ofthe grid point losest to its e�etive stak height. Atthe alulation of the e�etive stak height, plumerise is onsidered through the onave equation, asfollows: Let the height of the stak be h, the amountof the disharged gas be X [m3h�1℄ and the tem-perature of it be Te [Kelvin℄. Air temperature T (h)and wind (u(h); v(h)) are obtained at the height ofthe stak with linear interpolation between the two



8 CHAPTER 2. MODEL DESCRIPTIONlosest gridpoints vertially. The onave equationfor the plume rise is:�h = 0:175pp%X�tjvj3=2where:jvj = � pu2 + v2 if this is larger than 0:40:4 elseand �t = Te � T (h)The emitted gas is onsidered at the gridpointwhih orresponds to the height h+�h.2.4 ClosureThe vertial di�usion is parameterized using K-theory, a �rst order losure. Values of Ku;vV andK�V in Eqn 2.2,2.3,2.5 are obtained as a funtion ofthe ux Rihardson number (Rf )Ku;vV = l2j�u�z jS3=2Mp SH(1�Rf )1=2K�V = l2j�u�z jSMp SH(1�Rf )1=2when Rf < Rf andK�V = Ku;vV = 1:0 [m2s�1℄otherwise. The stability funtions are:SM = 1�C2CC21 HBG Rf1�RfRf2�Rf Rf3�Rf1�RfSH = BCC1C1T Rf1�Rf1�Rfl = kz1+ kzl0 [Blakadar(1962)℄Here the following values were used for the symbolsabove: Rf1 = Rf = 0:29, Rf2 = 0:33, Rf3 = 0:45,C1 = 1:5, C2 = 0:65, G = 2:32, C1T = 3:2,B = 2:67, H = 1:7, C = 0:203 and l0 = 100 m.Basially this is a level 2 losure [Mellor and Ya-mada, 1974℄ with some orretion by adding the ef-fet of buoyany [Gambo, 1978℄. The bulk Rihard-son number Ri is alulated diretly from the modelvariables, and ux Rihardson number Rf is derivedas follows: Ri = Ku;vVK�V Rf (2.13)

from the expression for Ku;vV K�V above:Ku;vVK�V = SMSHSubstituting into 2.13 gives the next quadrati ex-pression for Rf as a funtion of Ri:Rf = 0:91(0:248+ Ri�pRi2 � 0:23Ri+ 0:62)Note that the vertial di�usion oeÆient is a fun-tion of the Rihardson number, whih is funtionof the temperature gradient, therefore the di�usionoeÆient has a daily variation, on Figure 2.2 thevertial pro�les of the di�usion oeÆient is plottedat di�erent times of the day.Di�usion in the horizontal diretion is assumedto suppress numerial instability and has no physi-al meaning. The values for the horizontal di�usionoeÆients were �xed by trial and error. Radiativetransfer that works to bak the temperature pro�leto initial lapse rate, is assumed. A Newtonian typeooling is introdued with a relaxation time (�) of 3hours. This proess is important, in partiular, forooling in a basin [Kondo, 1986℄ stable layer formu-lation [J. Kondo, 1976℄ and for ooling of the at-mosphere whih was heated by sensible heat trans-fer from the surfae in the daytime. When largesale data are also given as boundary onditionsfor the alulation, Newtonian ooling is assumedto work bak the temperature pro�le to the inter-polated large-sale gridpoint value, with the samerelaxation time:� = � � �t� (� �Bt)where Bt is the original temperature pro�le. For-mally, this means that a nudging term is added tothe governing equation:���t = � � � �G�(�Observation � �) (2.14)where the nudging oeÆient is the inverse of therelaxation time (G� = 1� ). Wind omponents aretreated in a similar way: replae u and v with �in Eqn 2.14. This kind of dynami initializationtehnique has been suggested by Hoke and Anthes(1976).2.5 Numerial solution of themodel equationsThe model equations (Eqns A.4-A.8 in AppendixA.2) form a set of oupled partial di�erential equa-



2.5. NUMERICAL SOLUTION OF THE MODEL EQUATIONS 9tion, whih annot be solved analytially but haveto be disretized and solved on a �nite grid mesh.Some variables (e.g., u, v, �, q) are predited byprognosti equations, while others (e.g., _s, �) areobtained through diagnosti expressions. Some ofthe terms are dealt with separately (e.g., vertialdi�usion), using the time-splitting (or Marhuk-)method.2.5.1 The advetion shemeDisretization of the advetion term is based on themethod desribed by Arakawa (1972). The basiidea of the method is a staggered grid network foru, v and � in the horizontal plane and for �, �and _s in the vertial diretion (this is the so-alledArakawa-grid or C-grid). Variables for eah grid-points are obtained by linear interpolation. Thenthe Arakawa sheme is used, whih onserve bothquadrati quantities (i.e., kineti energy and enstro-phy) and therefore ensure that no systemati one-way energy asade ours [Arakawa, 1964℄. Finitedi�erene analogues of the advetion terms in EqnA.5, as an example to the Arakawa sheme are pre-sented in Appendix B.1. The Leap-frog sheme isused for time integration of the advetion term anda forward step is used every 20 steps to remove theomputational mode and the large frequeny noiseaused by the departure of this omputational modefrom the physial mode (This large frequeny noiseappears even on the diagram of the model variables,as an be seen on Figure 2.4, for example).2.5.2 Di�usionIn the horizontal di�usion terms of Eqns A.5-A.8the terms ��xK ��x and ��yK ��y are muh greaterthan the other terms, so the others were negleted.Horizontal di�usion is not onsidered for physialmeaning, but so as to suppress numerial noises.Horizontal di�usion oeÆients are obtained by themethod of Takano (1976) with some simpli�ations.The expression for the horizontal exhange oeÆ-ients for any variable (�) is as follows:K�H = �2C4j�i+1;j;k +�i�1;j;k +�i;j+1;k+�i;j�1;k � 4�i;j;kjwhere � = �x = �y, and C4 = 0:0002 tentatively�xed by trial and error. If this expression givesK�H�2 smaller than 0:0001 or larger than 0:002, K�H�2 isput equal to these threshold values. In ontrast to

veloity, potential temperature an have large verti-al variation, negleting those terms ontaining thedi�erene of the height of the iso-s surfaes (termsontaining � logD�x ) an lead to false di�usion of heat.The di�usion oeÆient for heat is alulated in thesame way as for momentum, but no minimum valueis given. For the formula of eah di�usion term seeAppendix B.2Time integration is performed by forward ex-pliit sheme with a timestep of 2�t.The di�usion term in the vertial diretion ismaintained impliitly to redue it's omputationalost. An expliit solution requires an extremelyshort timestep (i.e., �t � �z22K�V ). An impliit trape-zoidal method is used, instead. For a two dimen-sional array in the x{z plane Gaussian eliminationis performed and the same timestep as for the ad-vetion term is assumed.2.5.3 Pressure GradientThe pressure gradient term in the momentum equa-tion for u (Eqn A.5) is written as:��Df���x � (s� 1) g��2 gThe vertial grid for � and � are staggered so thesheme for pressure gradient term of u has the formas written in Appendix B.3. Time integration forpressure gradient term is maintained in the sameway as for the advetion term, i.e., leap-frog shemewith the same timestep, and using a forward shemeevery 20 steps.2.5.4 The Coriolis termOn the C-grid u and v are staggered in the horizon-tal plane, so v for u gridpoints is alulated with theaverage of the 4 v gridpoints around u. This aver-aged value is used for the alulation of the Coriolisterm:14f(vi+ 12 ;j + vi� 12 ;j + vi;j+ 12 + vi;j� 12 � vg)Time integration is the same as for the pressuregradient term.2.5.5 Hydrostati EquationThe mesosale saled-pressure deviation (�) is ob-tained by the integration of a diagnosti equationderived from the hydrostati equation (Eqn A.7). �



10 CHAPTER 2. MODEL DESCRIPTIONand � have the same gridpoints on the iso-s proje-tion, and are staggered vertially. In the exeutionof the integration, � is set equal to zero at the topboundary and integrated from top to bottom:�i;j;k = �i;j;k�1 � g��2Di;j�skNote that the vertial index (k) inrease from topto bottom, i.e., k = 1 at the top of boundary.2.5.6 Continuity EquationThe non-dimensional vertial veloity ( _s) is to beobtained by the integration of the ontinuity equa-tion (Eqn A.4). The _s and u, v planes are staggeredvertially, and the projetion of _s, u and v are stag-gered in the x and y diretions, respetively. Thusthe sheme for ontinuity equation should be writ-ten as:Fi+ 12 ;j;k � Fi� 12 ;j;k +Gi;j+ 12 ;k �Gi;j� 12 ;k+(Si;j;k+ 12 � Si;j;k� 12 )=�s = 0where Fi+ 12 ;j;k = 12(Di+1;j;k +Di;j)ui+ 12 ;j;kGi;j+ 12 ;k = 12(Di;j+1;k +Di;j)ui;j+ 12 ;kSi;j;k+ 12 = Di;j) _si;j;k+ 12At surfae _s = 0 and integration is exeuted frombottom to top.2.6 InitializationOn the mesosale, adjustment is onsidered to thegeostrophi wind, in ontrast to pressure or geopo-tential height in synopti-sale models. The modeldo not have a latitude{longitude projetion, soCoriolis terms are non-separable, whih makes nor-mal mode initialization even more diÆult. In addi-tion, some important model variables are not initialparameters, but used in the alulation of the modelvariables (e.g., exhange oeÆients, surfae param-eters, vertial veloity, et.). Calulation should bestarted well before the period we are interested in(dynamial initialization). The spin-up time is theshortest time, if we start the integration at noon(12 LT). This spin-up time an be visualized ontop panel of Fig 3.13: the initial kineti energy de-reases until the steady state, whih orresponds
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Figure 2.4: Top: Time variation of the dif-ferent variables. Bottom: Initialization in amesosale model [Kessler, 1982℄.to the mesosale balane state. On top panel ofFig 2.4, whih is an output from this model, wean see that the wind omponents are hanging intime, until the steady state is generated. After 400-500 timesteps the order of their magnitude beomesonstant.



Chapter 3Adaptation of the NRIPR ModelMesosale meteorologial numerial models an-not be used for di�erent environments diretly.Mesosale phenomena are mainly topographiallyindued, or heterogeneities of the surfae param-eters are responsible for the irulations. If wesimply hange the model topography and landusedata �elds, the model has to be tested before estab-lishing the �delity of the model simulations. Afterthe proper data �elds have been generated for themodel, simulations should be performed for simpleases to evaluate the results.So as to run the NRIPR mesosale model withrespet to only the meteorologial variables, the fol-lowing database is needed in the proper form:1. Topography data, average elevation for eahgridbox2. Di�erent land over databases:� land-sea index: di�erent alulation isperformed over land and sea surfaes� area (m2) for di�erent ategories of lan-duse in eah gridbox for the alulationof surfae heat balane� fration of vegetation (%) in eah grid-box3. large-sale meteorologial data, and initialdata �elds3.1 The Topography DatabaseThe �rst run was performed on a topographydatabase, whih was obtained from the DigitalTeleommuniation Map (DTM3000) dataset. Thisdataset was generated at the Experimental Institute

of the Hungarian Post1 in the late 1970's. The reso-lution of the original dataset is approximately 3 kmin the x and y diretions or more preisely, the longi-tudinal resolution is �� = 15000 and the latitudinalis �' = 10000. For eah gridbox the maximum ele-vation, the deviation of the elevation, and some landover information2 are given, based on a NATOaeronautial hart (1:100000) from the 1960's. Sur-fae informations have hanged a lot sine then, soanother database is used for the present alula-tions. This latter database was generated from aportion of the EROS3 global land over and topog-raphy dataset, from a Lambert Azimuthal EqualArea map projetion, whih has a 1km nominal spa-tial resolution based on 1 km AVHRR4 data. Theuse of this dataset is onvenient, beause land overinformation with the same parameters (i.e., sameprojetion, resolution and grid network) is avail-able for the alulation. In addition, using an au-tomatially generated database prelude the pos-sibility of ontaining suh errors, as an be on-tained in the �rst database, whih was generatedby human e�ort. This database an be obtainedthrough anonymous �le transfer protool5 in om-pressed binary �les. Data of the onsidered areawere taken from the �le for Eurasia, optimized forEurope, transformed from Lambert Azimuthal Pro-jetion to Cartesian, and put into asii �les, suitableas input for our model. A hart showing the on-sidered area in Lamberth projetion is presented inthe down left panel of Fig 3.1. The resolution andextension of the model domain an be hosen beforeeah run.1the forerunner of todays Hungarian TeleommuniationCompany (MATAV)2with only 4 di�erent ategories3Earth Resoures Observation System4Advaned Very High Resolution Radiometer5edftp.r.usgs.gov11
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Figure 3.1: The model domain. Top: Database of the Eurasian region in Lambert Azimuthalequal area projetion. Bottom left: The onsidered area in Lambert projetion. Bottomright: The model domain for the standard run in Cartesian system.



3.3. DYNAMICAL TEST 13However, the domain usually used in the standardrun is one with a horizontal extension of 600 kmsboth in x and y diretions, with a spatial resolutionof 10 kms entered at E19:5o N47o, a loation in themiddle of the Carpathian basin (see Fig 3.1 downright). Representative elevation for eah gridbox issimply alulated using arithmeti mean of the on-tributing data for that gridbox. Using for examplean interpolation based on the weight inversely pro-portional to the distane from the gridpoint an re-sult in larger deviation in altitude. Although thetopography data �eld should be smooth enough, toavoid erroneous gravity waves, whih an generatedby the interation between ow and topography.3.2 Model EvaluationPielke (1984) pointed out six riteria for the eval-uation of a mesosale meteorologial model. Theserequirements are:1. The model must be ompared with known an-alyti solutions2. Non-linear simulations of the model should beompared with other models, whih have beendeveloped independently3. The mass and energy budget must be om-puted to determine the onservation of theseimportant physial quantities4. The model preditions must be quantitativelyompared with observations5. The omputer logi of the model must beavailable on request, so that the ow stru-ture of the ode an be examined6. The published version of the model must havebeen subjeted to peer reviewAs the writer of this paper has worked with thesoure ode of the model, investigated and beomefamiliar with the omputer logi of the model, whihsatis�es riterion No.5. In these setions modelresults are ompared with observation (riterionNo.4.) or other model results (No.2.), if available.For some simulated events brief theoretial disus-sions are also inluded (riterion No.1).The energybudget has also been alulated, when seeking forany large frequeny noises (No.3).

3.3 Dynamial TestAfter obtaining the topography dataset, some runswere performed to test it's suitability. These runswere performed with arbitrary land over data, i.e.,the same type of land over (grass) were onsideredfor all gridpoints. Horizontal variation of surfaeparameters (surfae temperature and uxes) waseliminated, and only the e�et of the interationbetween the ow and topography was studied thisway. Vertially 35 gridpoints were onsidered upto 5400 m height and a 1500 m thik sponge layer(uppermost 6 grids) was used. Initial onditions forthe �rst three run were neutral strati�ation (withan initially onstant 299 K potential temperature),light synopti breeze (ug; vg) = (0; 2) ms�1 with novertial shear. All alulations were performed at204 Julian day, i.e., 23 July. Time variations of thevertial pro�les of temperature and wind were stud-ied in one gridpoint in the enter of domain. Theterrain of this site is relatively at, free from largedeviation in the altitude within 50 km radius (seeFig 3.1). The energy budget in the model alula-tion (Fig 3.3) was was ompared to measurements[e.g., Oke, 1987℄(Fig 3.2). Aording to the diur-

Figure 3.2: Measured energy balane ompo-nents [Oke, 1978℄nal yle of surfae heating, air temperature withinthe lower layers has a daily variation, too. Timevariation of the lower 800 m temperature and some
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16 CHAPTER 3. ADAPTATION OF THE NRIPR MODELin omplex form: dV ?dt = �ifV ?This has the solution:V ? = V0e�iftwhere V0 is to be determined from the initial on-ditions (omplex geostrophi departure at sunset).This is the equation of a two dimensional harmoniosillator, with a period of 2�f �= 14 hours at midlati-tudes. The wind vetor will follow a Lissajous urvein the (U; V ) phase spae (Fig 3.6). Essentially, the

Figure 3.6: Inertial osillation of the wind[Taken from Stull, 1988℄noturnal stable layer is non-turbulent, deouplingthe air above from signi�ant fritional surfae in-uenes. Thus the pressure gradient and Coriolisfores are left in an attempt to balane one another,with the initial perturbation being the removal offritional fores. The Coriolis fore aelerates theair unhindered by fritional fores. The adjustmentovershoots, and an undamped osillation develops.As mid-latitude nights last between 8 to 16 hours,the inertial osillation may not even omplete oneperiod before daytime mixing destroys it. As it anbe seen on Fig 3.5, shortly after sunrise (17th hourof alulation), the low-level wind maxima disap-pears.

Sine the model was tested suessfully at NIRE[Kondo, 1989℄ and for light synopti breezes seemedto provide reliable results, a dynamial test forstrong synopti-sale wind was performed. Initialonditions for this run were strong geostrophi wind((ug ; vg) = (1; 10) ms�1 with a vertial shear fromground up to 1000m: �zug = 0:001 s�1, �zvg =0:008 s�1). Temperature strati�ation was still as-sumed to be statially neutral. The time step forthe numerial integration, as in the previous runs,was �t = 30 s. In the 40th step numerial insta-bility ourred. A snapshot in two horizontal ross-setions (20m and 4000m above terrain) show thetypial state of the model variables after 38 steps ofintegration on (top panel of Fig 3.7). At the 41sttimestep Not A Number (nan) values appeared inthe array of the prognosti variables. Suh numeri-al instability an be aused by a variety of reasons.As the instability ourred during a run performedfor an initially strong synopti wind, an obviousreason for it ould be the failure of the Courant-Friedrihs-Levi (CFL) stability riterion. The CFLfor the linear advetion term is:C := u0�t�x � 1 (3.1)where u0 is the magnitude of the linear advetionveloity6. For non-onstant advetion veloities, aloal Courant number an be approximated by us-ing the supremum of the wind speed as an estimateof u0. Although the advetion veloity was larger inthis run than in the previous one, the grid intervalis 10000m, and the timestep is 30 s, whih give aCourant number on the order of 10�2. It is obviousthat this instability was aused by another reason.The stability parameter of the paraboli term (dif-fusion) is the Fourier number, whih is inverselyproportional to the square of the grid interval in anexpliit sheme. Vertial di�usion is dealt impli-itly whih is unonditionally stable, for the horizon-tal di�usion oeÆient a maximum value was given,whih still gives a Fourier number less than unity(Setion 2.5.2). Another run with the same ondi-tions but using a muh shorter timestep (�t = 3s)performed stable and realisti solution even after1200 timesteps (Fig 3.7 bottom). This fat obvi-ously shows that a disturbane, propagating muhfaster than the advetion veloity aused numerialinstability.6C is often referred to as the Courant number
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Figure 3.7: v wind omponent at 4000m (left) and 20 m (right) above the surfae, usingtimestep of 30 s (top) and 3 s (bottom)



18 CHAPTER 3. ADAPTATION OF THE NRIPR MODELFor example, in a muh more simple ase, whenadjustment is onsidered through the shallow waterequation [Tank Model, e.g., Pielke, 1984℄, the onlyother term is a linear advetion term and a leap-frog in time entral in spae sheme is used. Thisgives the next CFL stability riterion:C := (u0 +pgH)�t�x � 1As we an see, the phase speed of the shallow waterwaves ontributes to the speed onsidered, and thisgives a muh stronger riterion than Eqn 3.1 forthe time step in a still linear system. Note that thisriterion is mainly determined by the gravity wavespeed. It is essential then to remove these gravitywaves from our model. For a primitive equationmodel the stability riterion of the omplete set ofequations is muh more ompliated.There are three main soures of gravity waves ina primitive model:1. Initial unbalane: if the initial onditions areunbalaned, adjustment of the model an gen-erate gravity waves. It is well known thatgeostrophi initial onditions are not ade-quate for a mesosale model [Daley, 1991℄2. Physial parameterizations (e.g., onvetion)3. TopographyTopography an generate a number of di�erentkinds of gravity waves (some examples are shownon Fig 3.8 Top). Moreover if the Froude number ofthe ow passing topography is beoming superrit-ial over the obstale, an extremely large gradientan our at the surrounding area. This results ina Hydrauli Jump under speial onditions (Fig 3.8bottom).If suh horizontally and/or vertially propagat-ing large frequeny waves one generated in themodel, they might be reeted and ampli�ed bynon-adequate lateral and/or top boundaries, re-spetively. In addition the model boundaries annot only reet, but even generate large frequenywaves, as mentioned in Setion 2.2. The stabilityriterion for suh waves requires an extremely shorttime step. It's omputational ost would be enor-mous, so it is neessary to remove these gravitywaves. To loalize the trigger e�et, several runswere performed for the same initial onditions butfor arbitrary boundary onditions:1. Run without topography to test the e�et ofthe physial parameterizations

Figure 3.8: Top: Di�erent gravity waves gen-erated by the topography Bottom: Flowaround an obstale for di�erent Froude num-bers, Hydrauli Jump2. Run without parameterizations to test the ef-fet of topography3. Run without either topography or parameter-izations to test the dynamis of the modelFigure 3.9 shows ontour isolines of u wind velo-ity omponent in a zonal ross-setion of the modeldomain (in the x{z plane) at the end of the �rsthour of alulation of a 1. type run. This is anobvious evidene in support the fat that large fre-queny gravity waves were generated at the lateralboundaries and travelled with a phase speed on theorder of 40 ms�1 into the interior of the domain.They were superimposed on eah order, and re-eted bak from the boundaries. This e�et wassystemati and undamped, and so produed a fa-tal rise in the wave energy. Numerial experiments



3.3. DYNAMICAL TEST 19proved that this proess developed approximately 5times faster when topography was also inluded inthe model run.
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mentioned in Setion 2.2, this top boundary shouldbe removed as far, as it's possible from the distur-banes.
0

1000

2000

3000

4000

5000

6000

0 10 20 30 40 50 60

he
igh

t [
m

]

horizontal index,  on a constant latitude

The terrain following vertical grid network

0

1000

2000

3000

4000

5000

6000

0 10 20 30 40 50 60

he
igh

t [
m

]

horizontal index,  on a constant latitude

The terrain following vertical grid network

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

0 10 20 30 40 50 60

he
igh

t [
m

]

horizontal index,  on a constant latitude

The terrain following vertical grid network

Figure 3.10: Topography ross-setionsIt is easy to show that visosity an dampenshort waves for a Fourier number � 1=4, while itwon't a�et the long waves. Therefore, visosityan be a powerful tool in damping large frequenynoises. On the other hand, assuming too large a vis-osity an ause unrealisti damping, and thereforean arti�ially loss of model energy.To overome numerial instability and removegravity waves, the following steps were taken:1. A ow relaxation zone for 10 gridpoints ateah boundary is to be onsidered (see Eqn2.7 in Setion 2.2 for the sheme), where therelaxation oeÆient r is expressed as a fun-tion of distane from the lateral boundary:r = Ki
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3.3. DYNAMICAL TEST 21where i is the distane from the lateral bound-ary and K is tentatively put equal to 0:5.2. The model topography was smoothed in theow relaxation zone [i.e., elevation of theground in the ow relaxation zone is equalto the elevation of the ground at the innerboundary of the ow relaxation zone (see Fig3.10 bottom)℄3. Vertially 49 gridpoints were assumed up to9600 m, instead of 35 gridpoints up to 5400m. (Note that on the bottom �gure of 3.10 themodel domain is vertially more extensive)4. A deeper and stronger sponge layer was pre-sribed for the top boundary (16 vertial grid,from 5100m up to 9600, instead of 3900{5400m, ompare Fig 2.2 top and bottom)This version of the model was tested for di�erentinitial onditions.The model performed stable runeven in ase of strong synopti wind (> 20ms�1!).Di�erent vertial ross-setions in meridional andzonal diretions were plotted to study the behav-ior of large frequeny gravity waves. Horizontalross-setions were plotted at di�erent levels, sothat the spatial variation of eah variable withinthe whole model domain an be visualized at dif-ferent timesteps. These �gures and diagrams visu-ally proved that the above listed tehniques over-ome the ampli�ation of the wave energy. Theinner domain of the model was free from large fre-queny waves, though some wave-like struture usu-ally our at the inner boundary of the relaxationzone. These disturbanes ould not esape fromhere, and no reetion ourred into the onsideredarea. Moreover, these steady waves usually beameweaker during the run. If some initial noises hadappeared in the �elds of variables at the end ofthe �rst hour, suh noises \died-out" during themodel run. For example, Fig 3.11 shows zonal ross-setions in the middle of the model domain dur-ing run with strong synopti-sale wind at di�erenttimes of the day. The initial potential temperaturelapse rate was neutral up to 1000 m (i.e., ���z = 0),and slightly stable (���z = 4 Kkm ) above. It an beseen on these diagrams that there is a sharp on-trast near the relaxation zone. This ontrast moreemphati in the �elds of veloities espeially in thease of light geostrophi wind. This shows that thesponge boundary ondition was applied abruptly,whih an bias the model results, as quoted Morse

in Setion 2.2. The spetral HIRLAM uses a osine-shape boundary relaxation fator [Gustafsson et al.,1988℄ and the MIUU uses one inversely proportionalto the square of the distane from the boundary[Enger, personal ommuniation℄. To dampen thissharp ontrast, the expression for the relaxation o-eÆient r was hanged to a sinusoidal funtion. Inaddition, theK oeÆient also depends on the mag-nitude of wind speed (adaptive relaxation):r = K5(1� os( i�10 ))where i is the horizontal index from the lateralboundary andK = � 0:3 if jvj � 5 ms�10:5 otherwiseReently, a relaxation fator inversely proportionalto the square of the distane from the lateral bound-ary was used. It yielded the best results:r = Ki2For the omparison of the linear sin-shape andquadrati relaxation fator, see Fig 3.12 left. On theright panels of this �gure are outputs from two runswith the same initial onditions, but with di�erentrelaxation fators. As we an see, the sine-shapedfator provides a muh smoother transition to therelaxation zone: ompare right top and bottom �g-ures. This sheme gave muh better results in thelatter runs than the linear boundary fator. Thequadrati relaxation fator was used in the tests ofthe landuse dataset, and was kept in the presentformulation of the lateral boundary ondition.To ensure all large frequeny disturbanes havebeen removed from the model, time variation ofeah variables in one single gridpoint (in the middleof the domain) were displayed. The remains of anypossible large frequeny noises should appear onsuh diagram (for example Fig 2.4 top). The onlysystemati large frequeny noise is one with a pe-riod of 20 timestep. This is the result of the appliednumerial sheme: an Euler forward sheme is usedevery 20 step to adjust the omputational mode tothe physial mode. The magnitude of this noise isnegligible in all ases. Time variation of wind ve-loity omponents lose to the ground (20m) showsvery similar behavior to those obtained from othermodels [e.g., Kessler, 1982, Fig 2.4 bottom℄ whihsatis�es Pielke's seond riterion of model evalua-tion.
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 %v2 dVwhere % is the density of air, v2 = v � v and 
 2 <3denotes the whole model domain. The Convetive
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24 CHAPTER 3. ADAPTATION OF THE NRIPR MODELonverted into kineti energy [Rogers et al., 1985℄.In the spin-up time (�rst 2 hours) the kineti energyis dereasing logarithmially. As the model param-eters reah their steady state value and dynamialbalane is generated, there is a short period whenthe kineti energy is slightly inreasing, after whihit is fairly onstant. There is no signi�ant hangein it's value. These fats prove that an internalmesosale balane is responsible for the relaxationof the initial noises. It is also an indiator of the nu-merial stability of the model, otherwise it shouldinrease ontinuously.Fig 3.12 right shows that the largest deviationsof the ow are still in this relaxation zone near thelateral boundary. There are two possible way to�nd out if the topography or the possibly still notadequate boundary is generating suh noises:� The model domain should be enlarged at least4 times greater, and the lateral boundariesshould be removed far from the ridges of theCarpathian Mountains. This has enormousosts, whih is beyond our omputational fa-ilities.� A less expensive way to investigate the e�etof the topography is to use an arti�ial to-pography database: simple uniform topogra-phy (isolated hill or ridge) in the enter of thedomain. This is muh more eonomial, andthe results an be evaluated through ompar-ison with other model results, as this test wasperformed by nearly all modelers in the eval-uation of their models.The seond method was hosen, and the resultswere ompared to other model outputs. Three mainases were investigated. In the �rst ase, bell-shaped hill was taken in the enter of the domain.[Fig 3.14 top℄. The surfae of this hill was deter-mined using the following formula:zg = � zmax � zmaxr2R (1� os( r�R )) if r � R0 otherwisewhere zmax is the elevation of the hill-top (1000m)R is the radius of the hill (100 km) and r is the dis-tane from the enter of the domain. In the seondase a one-shape hill was onsidered (Fig 3.14 mid-dle) to examine the e�et of a sharp mountain peak.The third run was performed above a mountainridge perpendiular to the diretion of the main ow(Fig 3.14 bottom). All three runs resulted in numer-ially stable and realisti solutions. Time variation

of some variables and the model energies were plot-ted to prove visually the lak of any instability orfalse wave patterns. The model seemed to be freefrom any large frequeny waves even in the ase ofsharp peak or ridge. Model results were evaluatedby qualitative omparison with other model results[with hydrostati [Klemp and Lilly, 1978℄ and non-hydrostati [Durran, 1981℄ simulations of ow overmountains℄. Though these simulations were per-formed at stronger large-sale synopti wind andstable strati�ation (�z� = 4 K=km) in the wholelayer (in our simulations strati�ation were neutralup to 1000 m, and stable �z� = 4 K=km above)our hydrostati model gave almost idential results(see Fig 3.15). Fidelity of the model results for sim-
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3.4. THE LANDUSE DATABASE 253.4 The Landuse DatabaseAs already mentioned in the introdution of thishapter and in Setion 2.3, the auray of the lowerboundary ondition is essential for a mesosalemodel. Mesosale irulations are strongly ther-mally indued, generated or inuened by the hori-zontal variation of the model variables in the surfaelayer. (e.g., sea or lake breezes, urban irulations,et). The values of those variables are obtainedfrom surfae parameters, using parameterizationsdesribed in the model desription. For this rea-son, it is essential that parameters de�ning the landover landuse should be given preisely for the sakeof the �delity of a mesosale model. These parame-ters an be obtained by using a land over databasepresribing a ertain value for eah parameters forevery ategory in the land over information. Theland over dataset was generated from the globalland over harateristis data base. The LambertAzimuthal Equal Area projetion has 1km nominalresolution and based on 1 km AVHRR data. TheIGBP8 Land Cover Classi�ation [Belward, 1996℄was used, whih has the following 17 ategories:1. Evergreen Needleleaf Forest2. Evergreen Broadleaf Forest3. Deiduous Needleleaf Forest4. Deiduous Broadleaf Forest5. Mixed Forest6. Closed Shrublands7. Open Shrublands8. Woody Savannas9. Savannas10. Grasslands11. Permament Wetlands12. Croplands13. Urban and Built-Up14. Cropland/Natural Vegetation Mosai15. Snow and Ie16. Barren or Sparsely Vegetated8International Geosphere Biosphere Program

17. Water BodiesThe spatial frequeny distribution of eah ate-gories in the domain of the standard run are pre-sented on Fig 3.16. As it an be seen, some at-egories have muh greater signi�ane than others(e.g., nor 16th neither 17th ategories appear in thedomain). As desribed in the desription of the sur-fae layer equations (in Setion 2.2), the followingexternal surfae parameters are needed for the al-ulation:1. albedo (�, non-dimensional)2. roughness length (z0 [m℄)3. thermal di�usivity (Kg = v=%g [m2s�1℄, wherev is thermal ondutivity [Jkg�1K�1℄ and %gis density of the soil [kgm�3℄)4. volmetri heat apaity (C =g%g [Jm�3K�1℄, where g [Jkg�1K�1℄is spei� heat apaity and % is density ofthe soil)5. anopy ondutane (Gs [ms�1℄)6. oeÆients for the alulation of the photo-synthesis (a [m2W�1℄; b [mgCO2m2s�1℄)Originally, 13 ategories were onsidered for the lan-duse parameters (1{4 items in the above list), while15 ategories were onsidered in the vegetation at-egories (items 5{6). The 13 landuse ategories were:1. Sea2. Evergreen Broadleaf3. Evergreen Coniferes4. Deiduous Coniferes5. Deiduous Broadleaf Forest6. Evergreen Broadleaf Forest7. Mixed Forest8. Temperate Grassland9. Bog10. Arable Cropland11. Rie12. Urban13. Water
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3.5. CONCLUDING REMARKS 27For vegetation the next ategories were used forJapan:1. Rie Field2. Arable Land3. Orhards4. Trees5. Forest6. Wasteland7. Buildings8. Houses9. Main TraÆ10. Other Arti�ial Use11. Lakes12. River13. River Side14. Sea Shore15. UnknownThe landuse and land over data bases both on-tain 17 ategories now, as the IGBP dataset. InAppendix C on Table C.1 the onordane of thepresent datasets to the original ones are presented.For the ategories Savannas, Grassland, Snow andIe and Barren or Sparsely Vegetated there were noonording values in the original dataset. Thoughthe two latter ategories are not present in the do-main of the standard run, for the sake of univer-sality of the model, i.e., be suitable for other loa-tions, it's neessary to presribe realisti values forthese ategories, too. Table C.2 shows the valuesof eah parameter for these ategories. In this ta-ble those parameters not taken from Stull were ob-tained from measurements by Lee (1978, page 84).Snow and Ie parameters have a wide range. Forexample, albedo ranges from 0.2-0.95 in the litera-ture. Here, for simpliity, albedo was put equal to0.4. Albedo and roughness length data for desertwere used for the ategory Barren and Sparsely Veg-etated. Thermal di�usivity and heat apaity wereobtained using the orresponding data of rok. Asthe number of ategories have been hanged, somehanges were to be made even in the soure odeof the model. Some test runs were performed toprove the �delity of the new, Hungarian version ofthe NRIPR mesosale model.

3.5 Conluding RemarksThe NRIPR mesosale model has been adapted andtested for use in Central Europe. The topography,landuse and vegetation datasets were generated, theboundary onditions have been modi�ed to performsuitable runs, even in a basin, where the model do-main is surrounded by relatively high mountains.The parameterizations have been modi�ed aord-ing to the new land over landuse datasets. Themodel has been tested. It's sensitivity have beenheked with respet to both the model dynamisand the surfae parameters. These tests, after theadaptation produed dynamially stable and real-isti results for arbitrary initial onditions. Fur-ther tests should be made to evaluate the modelfor realisti initial onditions. It an be nestedinto a regional LAM (e.g., Aladin). Implementa-tion of the CO2 version of this model inludes theadaptation of some additional datasets (informa-tion of large staks, anthropogeni heat ux, an-thropogeni arbon-dioxide emission, et).As already mentioned in Setion 2.3 the wa-ter vapor and phase hanges in the atmosphereshould be dealt more preisely in the model. In anair quality model preipitation has a great impor-tane. Parameterization of louds (both mesosaleand subgrid-sale louds) and preipitation shouldbe inluded through the proper parameterizations.By adding some other parameterizations ofother pollutants, (hemistry pakage) the model anbe used to assess the onentrations of any pol-lutants in the atmosphere. This an be useful inthe assessment of new air quality standards, andin helping governments and business ompanies de-velop strategies for planning new industrial plants.Auray of the model an be inreased with the ap-pliation of parameterizations of onvetive loudsor preipitation, for example. The meteorologialoutputs of suh a model an be used to generatewind limatologies of a ertain region, whih is anessential step in wind energy planning. Before or-ganizing a �eld experiment, numerial experimentsshould be made at the onsidered area with highresolution, so as to optimize the expedition. Nu-merial simulation of a �eld experiment an help to�nd the most interesting sites of the onsidered area(where to put the instruments). Numerial exper-iments are less expensive, ompared to a �eld ex-periment, sine they an be repeated for any initialand boundary onditions, to study one partiularphenomenon. After the expedition, some unmea-
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Appendix AThe Model EquationsA.1 The Hydrostati EquationThe Hydrostati Equation an be derived from the third equation of motion: negleting the Coriolis andfritional fores: dwdt = �1% �p�z � gOn the mesosale the ratio of the vertial aeleration to the pressure gradient term is usually muhless than unity [a representative value of this ratio is 0.0003 (Pielke, 1984)℄. In that ase, the vertialaeleration term an be negleted1, an assumption that yields the hydrostati equation:�1% �p�z = gSubstituting the Equation of State of Ideal Gas ( 1% = RTp ) and introduing the potential temperature,de�ned by: � = T (p00p )Rd=pand the saled pressure (or Exner funtion):� = p( pp00 )Rd=pwhere T is absolute temperature, p is pressure, p00 is a referene value for pressure (usually taken to 1000mbar), Rd is spei� gas onstant of dry air, p is spei� heat apaity on onstant pressure, yields thehydrostati equation in the saled pressure form:����z = �g (A.1)It is onvenient to de�ne a large-sale average for both pressure (�) and temperature (�), suh that theleft side of Eqn A.1 is in exat balane with the gravity fore:����z = �g (A.2)The instantaneous value of these variables an be split into large-sale mean value and mesosale deviation:� = �+ �0� = �+ �01This assumption is referred to as hydrostati assumption in the text31



32 APPENDIX A. THE MODEL EQUATIONSUsing this notation the hydrostati equation (Eqn A.1) an be written as:����z + �0 ���z +���0�z + �0 ��0�z = �gAs on the large-sale an exat equilibrium is assumed (Eqn A.2); the �rst term on the right hand side ispreisely equal to the left hand side. The seond term an be written as �g �0� , whih is an expression forbuoyant fores. Negleting the seond order deviation yields a diagnosti expression for the mesosaledeviation of the saled pressure: ���0�z = g �0� (A.3)This equation is in the set of the model's governing equations. The primes (0) in the notation of mesosalepressure and temperature are dropped in the text for the sake of simpliity.Note that in the prognosti equation of horizontal motion,the large-sale pressure gradient termsare expressed with the gradient wind omponents, using the geostrophi relationship ((ug; vg) =1f% (� �p�y ; �p�x)),and terms ontaining the temperature deviation (�) are negleted.A.2 The governing equations in the terrain following systemUsing the hain rule of alulus and the de�nition of the new vertial oordinate (Eqn 2.6.) the governingequations (2.1)-(2.5) are written as follows:��x (Du) + ��y (Dv) + ��s (D _s) = 0 (A.4)��t (Du) + ��x (Du2) + ��y (Duv) + ��s(Du _s)� fD(v � vg) =��D(���x � (s� 1)�D�x g��2 ) +KuHD�2u�x2 +KuHD�2u�y2 � 1D ��s(KuV �u�s ) (A.5)��t (Dv) + ��x (Duv) + ��y (Dv2) + ��s(Dv _s) + fD(u� ug) =��D(���y � (s� 1)�D�y g��2 ) +KuHD�2v�x2 +KuHD�2v�y2 � 1D ��s(KvV �v�s ) (A.6)���z = g�0�2D (A.7)��t(D�) + ��x (Du�) + ��y (Dv�) + ��s(D� _s) =K�H �2��x2 �K�H(s� 1)���s �2�x2 (logD)�K�H � logD�x (s� 1) ��s ���x+K�H �2��y2 �K�H(s� 1)���s �2�y2 (logD)�K�H � logD�y (s� 1) ��s ���y+ 1D ��s(K�V ���s ) + �F�z (A.8)Here, _s = (w� �z�t � u( �z�x )� v( �z�y )) �s�z ), and w is vertial veloity in the Cartesian system. Note thatin the di�usion term the e�et of the slopping terrain is onsidered only in the equation for potentialtemperature (Eqn A.8)



Appendix BFinite Di�erene ShemeB.1 The Arakawa ShemeThe �nite di�erene analogues of the advetion terms in Equation A.5 are written as follows:0:5[fFi+ 12 ;j;k(ui+ 12 ;j;k + ui;j;k)� Fi� 12 ;j;k(ui;j;k + ui�1;j;k)+Gi;j+ 12 ;k(ui;j+1;k + ui;j;k)�Gi;j� 12 ;k(ui;j;k + ui;j�1;k)+ ~Fi+ 12 ;j+ 12 ;k(ui+1;j+1;k + ui;j;k)� ~Fi� 12 ;j� 12 ;k(ui;j;k + ui�1;j�1;k)+ ~Gi� 12 ;j+ 12 ;k(ui�1;j+1;k + ui;j;k)� ~Gi+ 12 ;j� 12 ;k(ui;j;k + ui+1;j�1;k)g+0:5fSi;j;k+ 12 (ui;j;k+1 + ui;j;k � Si;j;k� 12 (ui;j;k + ui;j;k�1�)g℄=�x�yHere Fi+ 12 ;j;k = 16(F �i+ 12 ;j+1;k + 2F �i+ 12 ;j;k + F �i+ 12 ;j�1;k)Gi;j+ 12 ;k = 16(G�i+ 12 ;j;k +G�i+ 12 ;j+1;k +G�i� 12 ;j;k +G�i� 12 ;j+1;k)~Fi+ 12 ;j+ 12 ;k = 112(G�i� 12 ;j;k +G�i+ 12 ;j+1;k � F �i+ 12 ;j;k � F �i+ 12 ;j+1;k)~Gi� 12 ;j+ 12 ;k = 112(G�i� 12 ;j;k +G�i� 12 ;j+1;k � F �i� 12 ;j;k � F �i� 12 ;j+1;k)For S the following formula is used to satisfy ontinuity equation:Si;j;k+ 12 = 18( _si+ 12 ;j+1;k+ 12 + _si� 12 ;j+1;k+ 12 + _si+ 12 ;j�1;k+ 12 + _si� 12 ;j�1;k+ 12+2( _si+ 12 ;j;k+ 12 + _si� 12 ;j;k+ 12 ))F � and G� are de�ned in the same gridpoint as potential temperature. _s is de�ned at the same gridpointas potential temperature on the projetion of iso-s plane, and vertially staggered with �.F �i+ 12 ;j;k = 14f(Di+ 12 ;j +Di+ 32 ;j)ui+1;j;k + (Di+ 12 ;j +Di� 12 ;j)ui;j;kgG�i+ 12 ;j;k = 14f(Di+ 12 ;j +Di+ 12 ;j+1)vi+ 12 ;j+ 12 ;k + (Di+ 12 ;j +Di+ 12 ;j�1)ui+ 12 ;j� 12 ;kgA similar method is used for the v omponent and for �, but with u replaed by v and �, respetively.33



34 APPENDIX B. FINITE DIFFERENCE SCHEMEB.2 The Horizontal Di�usion TermIn this setion, vertial indies are negleted for the sake of simpliity, as horizontal di�usion terms areall onsidered for the same vertial indies. Finite di�erene sheme for di�usion of u:KuH(ui+1;j + ui�1;j + ui;j+1 + ui;j�1 � 4ui;j)=�2the same for v: KvH(vi+1;j + ui�1;j + vi;j+1 + vi;j�1 � 4vi;j)=�2and for �: K�Hf(s� 1)[(logD)i+1;j + (logD)i�1;j(logD)i;j+1 + (logD)i;j�1 � 4(logD)i;j ℄Ti;j+0:25(s� 1)f[(logD)i+1;j � (logD)i�1;j ℄(Ti+1;j � Ti�1;j)+[(logD)i;j+1 � (logD)i;j�1℄(Ti;j+1 � Ti;j�1)gg=�2where � is horizontal resolution, logD is the natural logarithm of the vertial extension of the modeldomain zT � zG and Ti;j = (�i;j;k+1 � �i;j;k�1)=2�sB.3 The Pressure Gradient TermThe vertial grid for � and � is staggered, so the sheme for the u pressure gradient term should bewritten: 12�Df[(�i+ 12 ;j;k� 12 � �i� 12 ;j;k� 12 )=�x�14(sk� 12 � 1) g�2 (�i+ 12 ;j;k�1 + �i� 12 ;j;k�1 + �i+ 12 ;j;k + �i� 12 ;j;k)(Di+ 12 ;j �Di� 12 ;j)=�x℄+[(�i+ 12 ;j;k+ 12 � �i� 12 ;j;k+ 12 )=�x�14(sk+ 12 � 1) g�2 (�i+ 12 ;j;k+1 + �i� 12 ;j;k+1 + �i+ 12 ;j;k + �i� 12 ;j;k)(Di+ 12 ;j �Di� 12 ;j)=�x℄g
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36 APPENDIX C. TABLES FOR THE LANDUSE LAND COVER PARAMETERIZATIONS
Present Category Original Land Cover Original Landuse1. Evergreen Needleleaf 3. Evergreen Conifers 5. Forest2. Evergreen Broadleaf 6. Evergreen Broadleaf 5. Forest3. Deiduous Needleleaf 4. Deiduous Conifers 5. Forest4. Deiduous Broadleaf 5. Deiduous Broadleaf 5. Forest5. Mixed Forest 7. Forest 5. Forest6. Closed Shrublands 2. Evergreen Broadleaf Shrubs 3. Orhards7. Open Shrublands 2. Evergreen Broadleaf Shrubs 3. Trees8. Woody Savannas 7. Forest 5. Forest11. Permament Wetland 11. Rie 1. Rie Field12. Croplands 10. Arable Cropland 2. Arable Cropland13. Urban 12. Urban 7. Buildings14. Natural Vegetation Mozai 10. Arable Cropland 2. Arable Cropland17. Water Bodies 13. Water 11. LakesTable C.1: Conordane Table of the present landuse and land over ategories to the originallassi�ation

Cathegory � z0 Kg C9. Savannas 0.2* 0.1* 0.6 2.010. Grassland 0.2* 0.3* 0.5 2.015. Snow and Ie 0.4 10�4* 1.0 1.316. Barren and Sparsely Vegetated 0.25 10�3 1.4 6.8Table C.2: External parameters for the new ategories*Taken from Stull (1988)1. albedo (�, non-dimensional)2. roughness length (z0 [m℄)3. thermal di�usivity (Kg = v=%g [m2s�1℄, where v is thermal ondutivity [Jkg�1K�1℄ and %g isdensity of the soil [kgm�3℄)4. volmetri heat apaity (C = g%g [Jm�3K�1℄, where g [Jkg�1K�1℄ is spei� heat apaity ofthe soil)


